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ABSTRACT

A key development in the design of visual object recognition systems is the combination of multiple features. In recent years, various popular optimization based feature combination methods have been proposed in the literatures. However, those methods obtain tiny performance improvement at the cost of enormous computation consumption. In this paper, we propose an improved averaging combination (IAC) method based on simple averaging combination. Firstly, the discriminative power of features are evaluated by dominant set clustering. Then, these features are ranked and added into the averaging combination one by one in descending order. At last, we obtain the best performance improvement of averaging combination by selecting the most powerful features and removing the weak ones. Experimental results on three challenging datasets demonstrate that our method is order of magnitude faster with competitive and even better results than other sophisticated optimization methods, which can be provided as a better baseline method for feature combination.

Index Terms— object recognition, image recognition, feature combination, averaging combination

1. INTRODUCTION

The problem of image and object recognition has been studied with much effort in the past decades. For a given test image, the learned classifier has to decide which class the image belongs to. This is a challenging task, even within datasets of relatively simple images. The main reason lies in that the instances usually have large intra-class diversity and inter-class correlation. To overcome the problem of variability, some powerful feature descriptors have been proposed, e.g., SIFT [1], SURF [2], HOG [3]. But it is clear that none of the feature descriptors can be powerful enough to deal with all classes alone. In this case, it is widely accepted to combine the strengths of multiple features to produce better performance.

Finding different types of feature combination methods is a recent trend in class-level image and object recognition. There are mainly two types of fusion strategies [4], feature combination and decision fusion. The feature combination method uses several features of all individual classifiers to form a joint feature vector, which is then used in later classification. While decision fusion operates at the decision or the score level, namely, uses a set of classifiers results to form a better and unbiased result. In this paper we focus on feature combination. In the case of SVM classification, the feature combination is translated into kernel combination.

Actually the kernel combination problem is to use the weighted sum of given kernels as the final kernel, i.e. $k^*(x, y) = \sum_{i=1}^{n} w_i k_i(x, y)$, where $w_i (i = 1, ..., n)$ are the weights what we need. The simplest combination method called averaging combination is to assign all participating kernels the same weight and is always been used as the baseline for comparison. Intuitively this is not the optimal method, as it tends to believe that kernels with larger discriminate power should be given larger weights. Based on this intuition, a lot of optimization approaches have been proposed to compute the weight of each kernel in combination, such as MKL [5] and LPBoost [6]. But it has shown that, comparing with averaging combination, the popular MKL-like methods obtain tiny, if any, performance gain at the cost of enormous computation consumption [7].
In order to take advantage of the simple but powerful property of baseline averaging combination, we propose an improved averaging combination (IAC) method which considers the discriminative power of different features and selects the powerful ones for combination. First, the discriminative power of a feature is evaluated by using dominant sets clustering method with its corresponding kernel matrix. The experiments in [8] show that additional features of different orders can obtain diverse results and the best result is obtained in the descending order. So in the next step we add the features into averaging combination in descending order one by one according to their discriminative power. We get the best recognition rate when a sample of the most powerful features is combined. The procedures of improved averaging combination (IAC) method are demonstrated in Fig. 1. Experiments in Section 4 indicate that our approach produces competitive and even better results compared with other existing methods, along with much less computation consumption on various datasets.

The remainder of this paper is organized as follows. Section 2 reviews some of the major research advances in kernel combination, and how they inspire our work in this paper. Section 3 describes our improved averaging combination (IAC) method in detail. Experiments and results comparison are demonstrated in Section 4. Section 5 summarizes the conclusion and mentions future work.

2. RELATED WORK

The two simplest kernel combination methods are averaging combination and product combination. Their final kernel functions are defined as $k^*(x, x') = \frac{1}{m} \sum_{m=1}^{m} k_m(x, x')$ and $k^*(x, x') = (\prod_{m=1}^{m} k_m(x, x'))^\frac{1}{m}$ respectively. Multiple kernel learning (MKL) is a popular approach which seeks to obtain the best combination performance by jointly optimizing the weights $w_m$ of all kernels in $k^*(x, y) = \sum_{m=1}^{n} w_m k_m(x, y)$ together with the SVM parameters $\alpha$ and $b$ [5, 9, 10]. Unlike the canonical MKL, a new method is to determine the kernel weights based on both kernel functions and the samples. Based on this idea, a sample-specific MKL algorithm is presented in [11]. This algorithm produces some performance improvement at the cost of a large computation load and the risk of over-fitting. In contrast with MKL, the LPBoost algorithm has been presented in [6] where the weights and SVM parameters are trained separately in two steps. The SVMs are trained separately on each kernel in the first step and the weights of all kernels are optimized in the second step. An overview of different methods can be found in the Table 1.

There are still many important problems left unsolved even with various MKL-like kernel combination algorithms. On one hand, existing combination methods are usually computation expensive. The popular MKL-like methods determine the weights of kernels based on the optimization among all participating kernels, which usually leads to enormous computation consumption. On the other hand, the real effectiveness of these algorithms in improving performance has been called in question. In [6, 8] it is noticed that if each participated feature is individually designed to be discriminative, the demonstrated improvement of MKL in literature might also be obtained by the simple averaging combination. With such consideration in mind, we propose an improved averaging combination method which selects the powerful features in combination and sets the weights of the weak features as zero to reduce the effect of weak features. At the same time, we use dominant set clustering to evaluate the discriminative power of features.

3. IMPROVED AVERAGING COMBINATION

As we have shown above, the averaging combination method can perform excellently with careful designed features. To explore the full potential of the averaging combination, we present the improved averaging combination (IAC) method to explore the best performance improvement of averaging combination. As shown in Fig. 1, firstly we extract multiple features and then rank the features according to their discriminative power. According to the rank list, we add the features into combination one by one in different orders. At last, we explore the best order and obtain the best performance.

3.1. Problem statement

We start with a brief review of general definition of the feature combination problem in image and object recognition.

Table 1. Comparison of multiclass learning approaches to the feature combination problem in image and object recognition.

<table>
<thead>
<tr>
<th>Name</th>
<th>Kernel function</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averaging</td>
<td>$\left( \frac{1}{m} \sum_{m=1}^{m} k_m(x)^T \right)^T \alpha + b$</td>
<td></td>
</tr>
<tr>
<td>Product</td>
<td>$\left( \prod_{m=1}^{m} k_m(x)^T \right)^T \alpha + b$</td>
<td></td>
</tr>
<tr>
<td>CG-Boost</td>
<td>$\sum_{m=1}^{m} k_m(x)^T \alpha_c + b_c$</td>
<td>[12]</td>
</tr>
<tr>
<td>MKL</td>
<td>$\sum_{m=1}^{m} \beta_m k_m(x)^T \alpha_c + b_c$</td>
<td>[5, 9, 10]</td>
</tr>
<tr>
<td>LP-β</td>
<td>$\sum_{m=1}^{m} \beta_m (k_m(x)^T \alpha_c + b_c, m)$</td>
<td>[6]</td>
</tr>
<tr>
<td>LP-B</td>
<td>$\sum_{m=1}^{m} B_m (k_m(x)^T \alpha_c + b_c, m)$</td>
<td>[6]</td>
</tr>
</tbody>
</table>
vision. Kernel methods utilize kernel functions to define a measure of similarity between pairs of instances. It is useful to associate a kernel to each image feature in the context of feature combination. We simplify the kernel function $k$ between real vectors as

$$k_m(x, x') = k(f_m(x), f_m(x')),$$

such that the image kernel $k_m$ only considers similarity with regard to image feature $f_m$. The subscript $m$ of the kernel can be understood as indexing into the set of features. The kernel responding to the $m$-th feature for a given sample $x \in X$ to all training samples $x_i, i = 1, \ldots, N$ is denoted as $K_m(x) \in \mathbb{R}^N$ with

$$K_m(x) = [k_m(x, x_1), k_m(x, x_2), \ldots, k_m(x, x_N)]^T.$$

In case $x$ is the $i$-th training sample, i.e. $x = x_i$, then $K_m(x)$ is simply the $i$-th column of the $m$-th kernel matrix. We study a class of kernel classifiers that aim to combine several kernels into a single model. Since we associate image features with kernel functions, kernel combination is translated into feature combination naturally.

### 3.2. Evaluation of feature discriminative power

The chance of a kernel matrix to produce a high recognition rate reflects the discriminative power of the kernel and will be used in this paper to define the kernel’s accuracy. Inspired by [7], we define the accuracy of a kernel matrix based on dominant sets clustering method as following. Suppose that there are $N$ dominant sets with $C$ classes. The entropy of each dominant set $i (i = 1, \ldots, N)$ is as follows:

$$H_i = -\sum_{j=1}^{C} \frac{n_{ij}}{N_i} \log \frac{n_{ij}}{N_i},$$

where $n_{ij}$ is the number of elements in dominant set $i$ which belongs to class $j$, and $N_i$ is the number of all the elements in dominant set $i$. $H_i$ will be 0 if and only if dominant set $i$ gets a unique label, and the maximum value (namely, $\log C$) will be obtained when it is uniform distribution of all classes in dominant set $i$. 

Finally, an overall accuracy measure of a kernel $K$ is defined in the following way:

$$w_a(K) = \frac{1}{N} \sum_{i=1}^{N} \left( 1 - \frac{H_i}{\log C} \right).$$

Obviously $w_a$ equals to 1 in the ideal case where all the dominant sets are of single class, and becomes 0 when all dominant sets are distributed uniformly of all classes. For each kernel, $w_a$ is calculated to determine the kernel’s weight. We select $w_a$ as the weight as it produced the best overall performance [7]. Then it is used to estimate the discriminative power of each feature.

### 3.3. Feature selection and combination

In order to get the largest performance improvement of averaging combination, we will figure out the most powerful combination of features. Firstly we sort all these extracted features according to their discriminative power. Then we investigate the influence of the ordering of features being added into averaging combination on combination performance. There exists four different orders [8], which is descending order, ascending order, mixed order and random order. With descending order, we add the features into combination one by one according to the rank list of discriminative power from high to low. The ascending order is just the opposite. With the mixed order, the features are taken into combination one by one from the top and bottom of the rank list alternately. The performance of three different orders are shown in Fig. 2.

We can draw some conclusions from the comparison experiment results. Firstly, the descending order has shown a rise-peak-drop shape of recognition rates with the addition of features into combination and the best performance comes from several most powerful features of combination. Secondly, with the ascending order, the addition of stronger features always improve the combination performance and get the best results with all the features. Thirdly, with mixed order, the addition of weak features tends to decrease the performance. So, in a nutshell, the descending order outperforms the ascending and mixed orders. There also exists another possible order, that is random order. With this order, we randomly select a number of features for averaging combination. The experiments in [13] have shown that random order can not outperform the descending order. Then we can get the conclusion that the best recognition results come from the descending order. Therefore we select the descending order for combination.

Only combination of the most strong features can improve the recognition performance evidently, and the addition of weak features into combination even produce worse results. So a proper stopping criterion is needed to determine when the optimal solution is reached. We consider that if addition
of features does not improve the result any more or even bring down the accuracy of the feature set, the algorithm should be stopped. Then we find out the best recognition accuracy, that is, the peak is reached. The kernel function is as follows:

$$k^*(x, x') = \xi \sum_{m=1}^{F-M} k_m(x, x') + \frac{1}{M} \sum_{m=1}^{M} k_m(x, x'),$$  \hspace{1cm} (5)$$

where $F$ is the number of all the features, the feature $M$ corresponding to the peak. In order to eliminate the bad influence of relatively weak features, we set the weights of features after $M$ as zero. $\xi$ will be infinitely small. In other words, we remove the features which have negative contributions to the averaging combination.

Our method is simple and intuitive as it assigns a meaningful weight to powerful features and removes the ones with bad effects in averaging combination. It is simple in that the weights of weak features are just set as zeros and it is still based on the baseline averaging combination method. In the case of a large set of features are combined, our IAC method implies a less computation consumption than optimization based methods and obtains competitive result. Our method provides a novel approach and a better baseline for feature combination.

4. EXPERIMENTS AND RESULTS

In the experiments, we evaluate our IAC method compared with the state-of-the-art algorithms on several datasets: Scene-15, Caltech-101 and Flower-17. We also quote some results directly from the literature [7, 6]. In all our experiments, the multi-class SVM is trained in the one-versus-all mode and the regularization parameter $C$ is fixed to be 1000. When distances are used to build kernels, kernel matrices are computed as $k(x, y) = \exp(-d_0^{-1}d(x, y))$ with $d$ being the distance and $d_0$ being fixed to the mean of pairwise distances. With all the three datasets, the experimental setups and accuracy measures are selected to be same as in the literature used for comparison.

4.1. Experiment I: Flower-17 dataset

Flower-17 dataset [14] is composed of flower images of 17 categories with 80 images in each category. The dataset comes with three predefined splits into test ($17 \times 20$ images), train ($17 \times 40$ images) and validation set ($17 \times 20$ images). Furthermore the authors of [14, 15] have provided seven pre-computed distance which used for the experiments. Each matrix is computed using a different feature type, namely three matrices derived from colour, shape and texture vocabularies, clustered HSV values, SIFT features on the foreground region and boundary.

The results using a SVM with single kernel only and the performance comparison with combination is shown in Fig. 3.

It is evident that feature combination methods dramatically improve the classification performance. The overall recognition rate and comparison with the literature are shown in Table 2. Our method has produced the best result on Flower-17 dataset, better than the results obtained with MKL in [15] and with LP-\(\beta\) method in [6]. We also note that our method is magnitude faster than other optimization based methods.

Table 2. Classification rate(\%) and comparison on Flower-17 and the total time for model selection, training and testing in seconds.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>product</td>
<td>85.5 ± 1.2</td>
<td>2</td>
</tr>
<tr>
<td>averaging</td>
<td>84.9 ± 1.9</td>
<td>10</td>
</tr>
<tr>
<td>CG-Boost</td>
<td>84.8 ± 2.2</td>
<td>1225</td>
</tr>
<tr>
<td>MKL(simple) [15]</td>
<td>85.2 ± 1.5</td>
<td>152</td>
</tr>
<tr>
<td>LP-(\beta) [6]</td>
<td>85.5 ± 3.0</td>
<td>80</td>
</tr>
<tr>
<td>LP-B [6]</td>
<td>85.4 ± 2.4</td>
<td>98</td>
</tr>
<tr>
<td>IAC</td>
<td>86.1 ± 1.3</td>
<td>32</td>
</tr>
</tbody>
</table>

4.2. Experiment II: Scene-15 dataset

Scene-15 dataset [16, 17] contains totally 4485 images from 15 categories with 200 to 400 images in each category. Following the experimental setup in [17], i.e., 100 randomly selected images per class as training and all the others as testing, and report the mean recognition rate per class. In the following we briefly describe the image features used for the experiments in Scene-15 dataset.

**HOG Shape Descriptor.** Oriented and unoriented HOG descriptors [3] are constructed. The oriented histogram contains 40 bins and is denoted by hog360, the unoriented contains 20 bins and is denoted by hog180.

**Bag-of-SIFT-Descriptor.** SIFT descriptors [1] are extracted on a regular grid on the image with a spacing of 10 pixels and for the four different radii $r = 4, 8, 12, 16$. The
descriptors are extracted of codebook sizes (500 elements) in gray spaces. The descriptors are denoted by \textit{ sift}.

**Locally Binary Patterns.** The 256-bin histograms of the basic locally binary patterns (LBP) \cite{14} are extracted and clustered to create a descriptor for one image. The descriptor is referred to as \textit{lbp}.

**Gist Descriptor.** The gist descriptors \cite{18} are extracted and denoted as \textit{ gist}.

**Self-similarity Descriptor.** The self-similarity descriptors \cite{19} of 30 dimensions (10 orientations and 3 radial bins) with spacing of 5 pixels are quantized to build a 500-bin vocabulary. The histograms are then built and denoted by \textit{ ssm}.

**Gabor filters.** Gabor filters \cite{20} are used to build histograms (500 bins). The descriptor is referred to as \textit{ gabor}.

**Gray Value Histogram.** We use the simple 64-bin gray value histograms. This gray value histogram is denoted by \textit{ gvh}.

We use these features to build kernels with $\chi^2$ distance and obtained 8 kernels. Here the selection of $\chi^2$ distance in building kernels is based on the work in \cite{6, 8}, where $\chi^2$ based kernel was shown to outperform some other kernels. To demonstrate the effects of individual feature on combination performance, we show the performance comparison of individual features with combination in Fig. 4. Table 3 shows the classification results of our algorithm and comparison with the literature. From Table 3 we observe that our IAC method outperforms the state-of-the-art result of 86.7\% reported in \cite{21} and other results. The result further confirms the effectiveness of our method.

It is evident from Fig. 3 and Fig. 4 that when the performance variance of individual features is small, the advantage of IAC method over averaging combination is not so obvious. According to the theory of our IAC method, if all participated kernels are of similar discriminative power, the IAC is turned into the ordinary averaging combination. In such case, it also performs well and this is consistent with the trend observed in Gehler and Nowozin \cite{6}.

### Table 3. Classification rate(\%) comparison on Scene-15.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best single</td>
<td>79.6 ± 0.7</td>
</tr>
<tr>
<td>Average</td>
<td>86.1 ± 0.5</td>
</tr>
<tr>
<td>CV-weight</td>
<td>86.4 ± 0.6</td>
</tr>
<tr>
<td>MKL(simple) \cite{15}</td>
<td>76.5 ± 0.6</td>
</tr>
<tr>
<td>\cite{21}</td>
<td>86.7 ± 0.4</td>
</tr>
<tr>
<td>\cite{17}</td>
<td>81.4 ± 0.5</td>
</tr>
<tr>
<td>\cite{22}</td>
<td>73.4 ± 1.0</td>
</tr>
<tr>
<td>IAC</td>
<td>87.1 ± 0.2</td>
</tr>
</tbody>
</table>

### 4.3. Experiment III: Caltech-101 dataset

Caltech-101 \cite{23} is a popular dataset for general image classification, which includes 101 categories of object with strong shape variability. In the experiment, we follow the conventional setup for Caltech-101, specifically, for each of the 102 classes, the number of training images is varied using 5, 10, 15, 20, 25, 30 images per category for training and up to 50 images per category for testing. For comparison, we adopt the same features as in Gehler and Nowozin \cite{6} to build kernel matrices and in total 39 kernels are used in combination.

### Fig. 5. Classification rate(\%) comparison on Caltech-101.

Fig. 5 shows the result of combining 39 kernels corresponding to different image features and comparisons. In this...
experiment our weighting scheme is outperformed by the LP-\(\beta\) method, but it compares favorably with all the other combination methods, including LP-average and MKL. In Fig. 6 we compare IAC to several other results published in the literature. Note that our IAC method yields better performance than all competitors.

These comparisons indicate that our improved averaging combination method based on the baseline method can be as powerful as more sophisticated optimization methods. Noticing its good performance and advantage in computation complexity, we think that we have proposed an novel approach for feature combination and the method can be used as a better benchmark combination method.

5. CONCLUSION

In this paper, we proposed a simple yet effective feature combination method for image and object recognition. Based on the ordinary averaging combination method, the improved averaging combination discovers the most powerful combination of features and gets the largest improvement of recognition performance. It selects the most strong features and removes the weak ones to improve the performance. Extensive experiments on several datasets have demonstrated systematic improvement over benchmark combination methods. The proposed method performs competitive and even better results with much smaller computation consumption compared with more sophisticated, state-of-the-art methods and can be used as a better baseline combination method.
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